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ABSTRACT

In the present paper we present two novel approaches to phonetic
speech segmentation. One based on acoustical clustering plus dy-
namic time warping and a second one based on a boundary specific
correction by means of a decision tree. The use of objective or
perceptual evaluations is discussed. Novel approaches clearly out-
perform objective results of the baseline system based on HMM.
They get results similar to agreement between manual segmenta-
tions. We show how phonetic features can be successfully used for
boundary detection together with HMMs. Finally, the need for per-
ceptual tests in order to evaluate segmentation systems is pointed
out.

1. INTRODUCTION

Nowadays, concatenative speech synthesis is the most widely used
approach and it leads the actual performance of Text-to-Speech
(TTS) systems. Nevertheless, this approach deals with the prob-
lem of needing a large speech database to ensure there is an appro-
priate unit for the one we are looking for in the selection process.
In many situations, the success of the system lays on the correct
treatment of the database.

When using concatenative TTS synthesis, we need to spend a
big part of the effort on preparing the database. New databases are
often needed in order to create new speakers for same language,
multilingual purposes, creating a variety of speaking styles or even
for adapting a TTS system to a new domain. It is therefore crucial
to reduce the amount of effort needed by the process of building
these databases.

Parts of this process need, at least at the moment, to be com-
pletely manual or manually supervised. Manual tasks demand
a large effort, which increases database pre-processing costs and
may be inconsistent. Phone segmentation is one of these tasks and
automatic segmentation could reduce the effort requested.

In order to attempt the problem of automatic phone segmenta-
tion, we can choose among three different approaches depending
on the previous information we may have: unconstrained, acous-
tically constrained or linguistically constrained [1]. In the present
paper a linguistically constrained approach have been considered.
Automatic phone transcription is a problem we are not taking into
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account here, thus we assume we already know the correct tran-
scription of the database (e.g. by means of a lexicon plus a manual
correction).

Although some researchers claim that actual automatic seg-
mentation systems can already achieve accurate enough results for
their use on speech synthesis [2], many research labs still get their
best results by manually supervising the data. Therefore, in the
literature we can still find many research works on a variety of
methods such as: Hidden Markov Models [3, 2], Artificial Neural
Networks [4] or Dynamic Time Warping [5, 6].

There is a lack of standard frameworks available to allow com-
parison between segmentation systems and there is no agreement
in the literature on how segmentation must be evaluated. This is
why in the present paper evaluation methods are discussed. In this
work we have chosen some methods and applied them to the same
database in the same conditions. Furthermore, we propose two
novel methods to approach phone segmentation problem. In next
section we describe the chosen methods, in Section 3 we discuss
their evaluation and finally results and conclusions are presented.

2. METHODS DESCRIPTION

In this section we will review different methods involved in the
present work, their theoretical framework, advantages and disad-
vantages. Methods 2.1 and 2.2 are the most used in the literature.
We propose two new methods to overcome their limitations.

2.1. Hidden Markov Models

This method was one of the first used to attempt to solve the prob-
lem presented in this paper [3]. It consists on performing, since
we know the phonetic transcription, a forced alignment by means
of the Viterbi algorithm. Transition between models are then con-
sidered as phone boundaries.

We used RAMSES, the UPC speech recognition system. Speaker
dependent HMM-demiphone models were used [7]. Parameteri-
zation was MFPC (Mel-Frequency Power Cepstrums), their first
and second derivatives and first derivative of the energy. Parame-
ters were extracted with a 20ms window and a 4ms delay between
frames. We used semi-continuous HMMs with a codebook of 128
Gaussians. We first trained the models context independent for 12
iterations and then performed 6 context dependent iterations.



2.2. Acoustic alignment by Dynamic Time Warping

Dynamic Time Warping (DTW) together with a synthesized voice
has been widely used since its first attempt [6]. This method uses a
dynamic algorithm to align an already segmented voice with a non-
segmented one. Synthesized speech is aligned with a recorded one
which has the same phones. In TTS the database is labeled so we
know where the phone boundaries are in the synthesized speech.
Then, these boundaries are mapped onto the recorded speech by
means of the alignment performed.

A manually segmented sub-corpus was used in order to build
up a voice for the UPC-MLTTS, the speech synthesis system from
the TALP Research Center [8]. Then, using this voice, we syn-
thesized the rest of the corpus. After that, we aligned these syn-
thesized sentences with the recorded ones by means of the DTW-
Festvox utility. MFCC (Mel-Frequency Cepstral Coefficients) were
used for mapping and extracted using the Edinburgh Speech Tools.

2.3. Acoustic Clustering-Dynamic Time Warping

In this subsection we propose the Acoustic Clustering-Dynamic
Time Warping speech segmentation technique (AC-DTW), an ap-
proach to automatic speech segmentation based on unsupervised
learning of acoustic classes and its association to phonemes by
means of conditional probabilities.

Phonetic boundaries are established by a Dynamic Time Warp-
ing algorithm that uses the a posteriori probabilities of each pho-
netic unit given an acoustic frame. These a posteriori probabili-
ties are calculated by combining probabilities of acoustic classes,
which are obtained from a clustering procedure on the acoustic
feature space, and the conditional probabilities of each acoustic
class with respect to each phonetic unit [9].

In the clustering procedure, it is assumed that acoustic classes
can be modeled by means of Gaussian distributions. Parameters of
each Gaussian distribution are estimated by using the unsupervised
version of the Maximum Likelihood Estimation procedure [10].
Thus, it is possible to estimate the probability of each acoustic
class w. given an acoustic vector x¢, Pr(wc|zt), from the Gaus-
sian Mixture Model. Nevertheless, as we need the probability of
each phonetic unit phy given an acoustic vector z¢, Pr(phy|x¢), a
set of conditional probabilities are estimated in order to calculate
the phonetic probabilities from the acoustic ones.

The use of conditional probabilities allows us to compute the

phonetic-conditional probability densities p(z|phy) as follows [9]:

p(xilphy) = plaifwe) - Pr(we|phy) €y
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where C is the number of acoustic classes, p(z|w.) is the acous-
tic class-conditional probability density, computed as the Gaussian
probability density function, and Pr(w.|phy) is the conditional
probability that acoustic class w. has been manifested when pho-
netic unit phs has been uttered.

Then, applying the Bayes formulation we obtain the phonetic
probabilities as:
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where F' is the number of phonetic units. Finally, a DTW algo-
rithm is used in order to align the frame sequence with the phonetic
transcription by means of conditional probabilities mentioned above.

For this method, the set of conditional probabilities is com-
puted from a sub-corpus of sentences manually segmented and la-
beled. Each acoustic frame x; is formed by a d-dimensional vec-
tor: the normalized energy, the first 12 MFCC and their first and
second time derivatives. An acoustic frame is obtained every 4 ms.
using a 20 ms. Hamming window.

2.4. Regression Tree-based Boundary Specific Correction

We present a new approach based on Boundary Specific Correction
(BSC) [11]. The presented approach has two steps. In the first step
a coarse segmentation is performed. The second one consists on
refining these boundaries. This two steps technique has already
been used as in [12].

Typically, acoustic-based approaches have been considered in
the literature [13]. Acoustic approaches claim that boundaries can
be detected by measuring local acoustic dynamics. However, our
previous experiments have shown that phonetic features are bet-
ter suitted for refining HMM’s boundaries than acoustic features
[14]. Therefore, in our approach, we introduce, in the second step,
phonetic information. Boundaries are refined using the phonetic
features (i.e. manner, articulation point, voice, etc...) of both
phones involved in the transition. Thus, in the second step we pro-
pose to use a Regression Tree (RT). A small sub-corpus is used to
train a RT that makes a regression of the error between the manu-
ally supervised and the HMM-based segmentation as a function of
the phonetic features. Then, this tree can predict the error for the
rest of the corpus, thus it can be corrected.

This is supported on the idea that HMMs perform similar er-
rors for phonetically similar transitions. This is also supported by
comments of people that have been manually correcting the HMM
segmentation. They comment that HMMs perform better for some
transitions than for others, and that for a specific transition they are
always mistaken in the same direction.

In the present work 40 sentences (i.e. a couple of minutes
of voice) have been used in order to train the tree. The tree was
built by using binary questions about the phonetic features of the
boundary context. After that, this tree is applied to the rest of the
voice moving each boundary the amount of time given by the cor-
responding leaf of the tree. The use of decision trees additionally
helps us to correct boundaries in the case that some transitions
have not been seen in the training data.

The Regression Tree was constructed using a training corpus
and the tool wagon from the Edinburgh Speech Tools[15]. We
trained a tree with minimum 35 units in each leaf.

3. SEGMENTATION EVALUATION

The evaluation criteria most widely used in the literature is to mea-
sure the agreement with respect to a manual segmentation. Usually
the percentage of boundaries whose error is within a tolerance is
calculated for a range of tolerances. In [4] it is also proposed to
calculate the mean of values for a range of tolerances, hence one
single value is obtained. This allows an easy comparison between
systems. We will refer to this parameter as MeanTol.

When doing this objective evaluation, some researchers have
wondered whether or not a manual segmentation is a valid ref-
erence [4, 16]. To evaluate it, they have given the same speech



database to different experts to segment it. Then, they evaluated
the difference between them. As a result in [4] they obtained 97%
of the boundaries within a tolerance of 20ms and in [16] 93%. We
interpret this agreement as the maximum accuracy for a segmen-
tation system, since a system that reaches 100% compared with a
manual segmentation will at least differ around 95% with another
one for the same speech database.

On the other hand, in [2] they propose a perceptual evaluation
in order to compare segmentation systems. A perceptual evalu-
ation can measure the real goal of the application and allows us
to know whether segmentation differences have a real influence in
the final goal. As a result, we propose objective measures, since
their cost is lower, for a first comparison. But for final comparison
when objective accuracies are high, a perceptual test would help
us to discuss whether a new segmentation is worth using for TTS
systems.

4. EXPERIMENTAL RESULTS

4.1. Corpus

In order to carry on the experiments we used a corpus recorded in
the TALP Research Center. It consists on 516 manually segmented
sentences, what means about half an hour of speech. It is a female
speaker and style is neutral. 40 of these sentences where randomly
chosen to become the training corpus for AC-DTW and RT-BSC
and used to create a voice for the DTW method. Therefore, results
presented are evaluated on the rest of the corpus.

4.2. Objective Test

We calculated the percentage of boundaries within a set of toler-
ances. These tolerances are 5, 10, 15, 20 and 25 ms. Results are
presented in Table 1.

System <5 | <10 | <15 | <20 | <25 | MT
HMM 41% | 67% | 85% | 92% | 94% | 76
DTW 30% | 50% | 62% | 69% | 3% | 58
AC-DTW | 52% | 78% | 89% | 93% | 96% | 82
RT-BSC | 58% | 82% | 91% | 94% | 96% | 84

Table 1. Percentage of boundaries within different tolerances for
every system (folerances in ms). Also the MeanTool (MT) value
for every system is presented

In Table 1 we can observe how the lowest accuracies corre-
spond to the DTW-based system and both AC-DTW and RT-BSC
highly improve HMMs results.

Dynamic Time Warping algorithm is considered to be more
precise than HMMs in mean, while its problem is that errors can
be very large [5]. In Table 2 it can be observed how when only
considering errors smaller than 20ms HMM still improves DTW
accuracies. Then, we cannot consider DTW to be more precise
than HMMs in any sense.

Systems | <5 | <10 | <15 | MT
DTW | 44% | 74% | 90% | 69
HMM | 44% | 77% | 93% | 71

Table 2. Results considering only errors lower than 20ms.

We also present here some more experiments about using DTW
algorithm. They were performed with more manually segmented
sentences to build up the voice for synthesis, and these sentences
were chosen using a greedy algorithm in order to represent the
language variability. Accuracies are shown in Table 3.

DTW Accuracies
Sentences | <5 <10 <15 <20 <25 | MT
40 30% 50% 62% 69%  13% 57

200 371% 61% 12% 80% 85% | 67
300 39%  59% 2% 80% 84% | 67
400 0% 62% T7% 85% 88% | 70

Table 3. Results for DTW using different sets of manually seg-
mented sentences (tolerances in ms).

We can observe how the system significantly improves when
adding more manually segmented data. However, even using 400
sentences results do not reach the other methods. These obser-
vations discard this method, as used here, for automatic segmen-
tation. However, the two novel approaches presented got similar
results as human agreement mentioned in Section 3.

4.3. Perceptual Test

Since we observed that when using few manually segmented data,
DTW algorithm does not reach an appropriate performance, we
have removed it from the perceptual test. Only HMM, AC-DTW,
RT-BSC and Manual Segmentation have been tested.

For this test, 50 different sentences have been synthesized us-
ing each segmentation system and the UPC-MLTTS [8], whichis a
unit selection TTS system and TD-PSOLA was used only for units
that differed more than 15ms or 20Hz from the target. The 476 sen-
tences of the test database were used to build the units catalog and
prosody was extracted from natural speech in order to avoid effects
produced by the prosody model. Sentences have been presented to
each of a group of 10 participants, as a set of 20 sentences cho-
sen randomly among the 50. Each sentence was synthesized us-
ing two different systems (also chosen randomly) and participants
were asked to say which of them was more natural. They could
mark: equal, more natural or much more natural. This allowed us
to compare each system against each other.

Results of the test are presented in Figure 1 and 2. There we
can see how HMMs have always been preferred to any other sys-
tem and equally preferred with manual segmentation. RT-BSC is
only preferred to AC-DTW.

HMM I MAN
HMM I RT-BSC
HMM B AC-DTW
MAN IR RT-BSC
MAN B Ac-DTW
RT-BSC I Ac-DTW
0,00% 25,00% 50,00% 75,00% 100,00%

Fig. 1. Percentage of times a system was preferred to each other.
Dark colours show percentage of times a systems in edges were
preferred and light colours show percentage of times they were
considered equally natural.
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Fig. 2. Answers distributions for each pair of systems. Numbers in
horizontal axis mean: 0-equal, 1-more natural and 2-much more
natural. Names on top of figures show systems being compared.

In Figure 2 distributions of the answers are presented. HMM
vs. MAN present a flat distribution, what shows that they are com-
parable. Other distributions show a clear bias to HMM or MAN
systems.

When analyzing perceptual results it must be taken into ac-
count that for comparing four systems, as here is done, a large
amount of participants would have been desired. Nevertheless, in
order to overcome this, consistency through participants have been
checked and answers appeared to be consistent with each other
participants. Then, results from perceptual test can then be trusted.

Results reached by HMM-based system are close to the given
by the manual segmentation. Nevertheless, manually segmented
data is not expected to have large errors while HMM are. This is
shown in Figure 2 where the number of times a MAN sentence is
marked much more natural is bigger than an HMM is. This points
out that outlier elimination (i.e. automatic removal of undesired
units) [17] could be useful for improving databases.

Novel systems presented here reached a large improvement in
objective measures as shown in Table 1. This improvement was
not converted into a perceptual improvement of the voice quality.

5. CONCLUSIONS

In the present work, we have provided a framework that covered
the lack of evaluation frameworks for segmentation systems.

We have presented two novel approaches that outperform the
baseline system based on HMM. Results show it is possible to
reach human level accuracies by simply refining HMM-based seg-
mentation by means of a Regression Tree based on phonetic bound-
aries to perform Boundary Specific Correction.

Most of the methods presented in the literature have been typ-
ically compared to manual segmentations. Here we have shown
that this is not enough to warranty a real improvement of the sys-
tem’s performance. Therefore, we recommend, as proposed by [2],
the use of perceptual tests in order to evaluate if new segmentation
systems have a real influence in final performances.
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