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ABSTRACT

We present a new approach to solve the problem of phone
segmentation when preparing databases for concatenative
Text-to-Speech synthesis. First, we describe the problem
and review the state of the art. Then we present some al-
ready existing techniques to perform this segmentation and
present our approach based on a Regression Tree to perform
Boundary Specific Correction of the HMM segmentation.
We discus different evaluation procedures. Finally, we com-
pare some systems and we show how our system improves
the system based on HMMs setting 94% of the boundaries
within a tolerance of 20ms compared to a manual segmen-
tation, and how phonetic rather than acoustical features are
better suited for this task.

1. INTRODUCTION

Nowadays, concatenative speech synthesis is the most widely
used approach and it leads the actual performance of Text-
to-Speech (TTS) systems. Nevertheless, this approach deals
with the problem of needing a large speech database to en-
sure there is an appropriate unit for the one we are looking
for in the selection process. In many situations, the success
of the system lays on the correct treatment of the database.

When using concatenative TTS synthesis, we need to
spend a big part of the effort on preparing the database. It
has to be correctly designed, in order to cover all the vari-
ability of the language, and well recorded for the system to
have high voice quality. It is important that the database
is recorded without noise and it helps if it is a professional
speaker. Finally, we need to process the database after record-
ing it, in order to add some information needed by the se-
lection process. Some of this information, such as pitch and
energy can be extracted automatically and its cost is very
low. However, some other needs, at least at the moment, to
be set manually. A couple of these manual high cost tasks
are voice segmentation and phonetic labelling.
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Phonetic transcription has different levels of difficulty
depending on the language we use. The work we present
here was done in Spanish and our system can perform pho-
netic transcription using a dictionary and rules giving high
accuracy [1]. Segmentation is also the most expensive task,
that is why we focused on it.

2. PHONE SEGMENTATION

Until now, the highest results have been achieved by man-
ually processing the corpus, but some researchers [2] claim
that actual automatic methods for voice segmentation can
already achieve accurate enough results for its use in con-
catenative speech synthesis. They support this claim on per-
ceptual evaluation of the systems. However, the influence of
phone segmentation in the final naturalness and intelligibil-
ity of the speech depends on the philosophy of each system.
It would affect in different manners if we use different units
to concatenate. If we need the segmentation of the concate-
nation points or we look for them automatically the effects
would differ. For instance, some systems use diphone seg-
mented and some others phone segmented voices.

However, the present work is focused on phone seg-
mentation, so diphone boundaries have not been considered.
Finding diphone boundaries is a task that belongs to the
concatenation-point detection framework [3] and boundaries
could not be considered to be static but vary from each re-
alization to another.

There already are many different published approaches
to this problem. The most studied is the one based on the
speech recognition paradigm. Hidden Markov Models (HMM)
can be used to perform a recognition task over the voice we
want to segment and the edges of HMMs’ states will give us
the boundaries of the phones [4]. These boundaries can be
improved by using some Machine Learning techniques [5].

In the literature we find these and other different ap-
proaches to this problem:

• Hidden Markov Models [4, 6]

• Artificial Neural Networks [7]



• Dynamic Time Warping [8, 9]

• Gaussian Mixture Models [7]

• Pronunciation Modeling [10]

In this work we have chosen some of these methods and
applied them to the same database. We considered that there
is a lack of standard frameworks available to allow compar-
ison between segmentation systems. So we have compared
these different approaches by applying them on the same
database in the same conditions. This helps in a more ob-
jective analysis of the approaches. We also propose a new
approach to the problem based on a Regression Tree that
achieves good performance.

3. SYSTEMS DESCRIPTION

In this section we will review different methods involved in
the present work; their theoretical framework, advantages
and disadvantages.

3.1. Hidden Markov Models

This method was one of the first used to attempt to solve
the problem presented in this paper [4]. It consists on per-
forming a recognition task over the recorded voice. If we
consider that we already know the phone sequence, only an
HMM sequence is allowed and models’ transitions give us
the boundaries of the phones [8, 2].

In the specific case of synthesis using diphones, it could
also be necessary to know the diphone boundaries, then we
should use demiphone HMMs in order to segment voice into
demiphones and then have a mark for phone and diphone
boundaries.

3.2. Artificial Neural Networks

Artificial Neural Networks (ANN) can be used to correct
the boundaries given by HMM based systems and achieve
better performance using this Machine Learning technique
[7].

ANN try to estimate the probability of having a bound-
ary in a specific frame from a set of characteristics extracted
from the voice. They can either be measured from the sig-
nal, such as correlation between frames, pitch, etc. or they
can also be qualitative rather than quantitative such as pho-
netic features.

The network is trained from an already manually seg-
mented corpus, and in test mode it gives as output the prob-
ability of a boundary occuring in a specific frame. Then the
network should be applied through all the rest of the cor-
pus. The output can be plotted against time as in Figure 1.
Then the HMM boundaries (vertical dotted lines) are moved
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Fig. 1. Estimation of boundary probability using an ANN.
Dotted lines show HMM boundaries and arrows its correc-
tion.

to the closest maximum given by the network (marked with
arrows).

3.3. Dynamic Time Warping

This method is based on the idea that we can align an al-
ready segmented voice with a non-segmented one. A syn-
thesized voice is taken as the already segmented since we
can know where the units used to build the voice start and
end. So we can map the boundaries of the synthesized voice
into the recorded one after aligning them by a Dynamic
Time Warping algorithm (DTW).

The dynamic alignment is performed on some charac-
teristics extracted from the signal. Different parameteriza-
tions such as Mel-Frequency Cepstral Coefficients (MFCC),
Linear Spectral Coefficients (LSF) or Linear Prediction Co-
efficients (LPC) can be used. They can also be combined in
a way that the one that describes better each phonetic class
is used for this class [9].

This method implies building a voice for a TTS. In or-
der to do it, we need manually segmented speech and It has
to contain all the available units in the language. To solve
this it is possible to use an already built voice from another
speaker with all the necessary units and voice quality. An-
other solution would be to gradually segment the database.
Starting from a manually segmented part of it, this part can
be used to built a new voice. Then, by means of a boot-
strap process, we can re-segment the database plus a new
part of it and built a new voice from this segmented speech.
Iterating this way we can segment the whole database.

3.4. Regression Tree

We propose a new approach to the problem based on the
idea of Boundary Specific Correction (BSC)[11]. This ap-
proach comes from the idea that HMMs do systematic er-
rors (i.e. The error is similar for similar transitions). This
claim is also supported by comments of people that have
been manually correcting the HMM segmentation. They
comment that HMMs perform better for some transitions



than for others, and for a specific transition they are always
mistaken in the same direction.

The method consists on applying a correction of previ-
ous calculated boundary (e.g HMM) as a function of some
characteristics of the transition. We manually segment part
of the voice. Typically a small part of it, probably with a
couple of minutes would be enough, but it would also de-
pend on how representative this speech is. Then a Regres-
sion Tree is built in order to do a regression of the error
between the HMMs boundaries with respect to the manual
segmented ones.

In order to do this regression, we used a binary decision
tree, and splitting criterias were questions about phonetic
properties of phones at left and right boundary sides. This
also helps us to correct the boundary in the case that some
transition have not been seen in the training data. For this
we assume that for similar transition the error is likely to be
similar.

After that, we apply this tree to the rest of the voice
moving the boundaries by the amount of time given by each
leaf of the tree.

4. EXPERIMENTS AND EVALUATION

4.1. Corpus

In order to carry out the experiments we used a corpus recorded
in the TALP Research Center. It consists on 516 manually
segmented sentences what corresponds to approximately half
an hour of speech. It was a female speaker. HMMs were
trained on the whole corpus using its phonetic transcription
but no segmentation information. For the other methods 40
of those sentences where randomly chosen to become the
training corpus. Therefore the results presented are evalu-
ated on the rest of the corpus. For the system based on DTW
we used different settings. Since with 40 sentences it gave
poor results, we used a set of configurations with 40, 200,
300 and 400 manually segmented sentences.

4.2. Methodology

This paper is oriented to TTS synthesis. Although it would
be interesting to use speaker independent models, here, train-
ing and testing data always come from the same speaker for
all the systems. Therefore, the problem is to generate a new
voice for a TTS and if we can have better accuracy despite
we must manually segment a small part of the speech, it
would help a lot.

HMM. Speaker dependent HMMs for demiphones were
used. We used RAMSES, the UPC speech recognition sys-
tem. The parameterization was MFPC (Mel-Frequency Power
Cepstrums), their first and second derivatives and first deriva-
tive of the energy. Therefore the parameters were extracted
with a 20ms window and a 4ms delay between them. We

used semi-continuous HMMs with a codebook of 128 cen-
troids. We first trained the HMMs context independent for
12 iterations and then performed 6 context dependent itera-
tions. The same HMMs results have been used as a starting
point for the ANN based and CART based systems. Both
try to correct the HMM’s boundaries by doing a refinement
on them.

ANN. We have used a system based on the one of [5].
A Multilayer Perceptron (MLP) was trained with 9 features
extracted from the speech signal. Six of these features were
the energy, Zero Cross Rating (ZCR) and mean frequency
calculated before and after the boundary. Then two duration
features. Both were the value of a Gaussian function start-
ing in the previous boundary and ending in the next one.
In one case with its center in the position of the boundary
given by the preliminary segmentation, here the HMM. For
the second one, the center of the function was a point that
satisfied that durations of previous and next phones were
proportional to their mean durations evaluated in the man-
ual segmentation. Finally, spectral correlation between the
signal before the boundary and the signal after it was the
ninth feature.

The MLP had one hidden layer with five units and one
single unit in the output layer. It was trained with 1 in
the output for boundaries and with some randomly selected
frames between the boundaries whose output was set to 0.
We used a supervised back-propagation method for training.

CART. Using the 40 sentences of the training corpus a
Regression Tree was constructed by asking binary questions
about phonetic features (i.e. manner, articulation point, voice,
etc. . . ) of boundaries’ left and right phones. The tool used
was wagon from the Edinburgh Speech Tools[12]. We trained
a tree to do a regression of the error between the manual seg-
mentation and the one from the HMM based system with
minimum 35 units in each leaf. Then the rest of boundaries
of the corpus where corrected by using this regression tree,
according to phone characteristics at left and right sides of
the boundaries.

DTW. We used 40 manually segmented sentences to
build up a voice for the UPC-MLTTS, the speech synthesis
system from the TALP Research Center [13]. Then, with
this voice, we synthesized the rest of the corpus. After that,
using this voice, we aligned these synthesized sentences
with the recorded ones using the DTW-Festvox utility [14].
The alignment was done with MFCC (Mel-Frequency Cep-
stral Coefficients) extracted using the Edinburgh Speech Tools.
Finally we used this alignment to map the boundaries of the
synthesized sentences into the recorded ones.

Results were poor and we noticed an important depen-
dence with the number of sentences used to build up the
voice. Thereby, we present three more experiments with
different sets of sentences used to build the voice for syn-
thesis.



Finally, in order to compare ANN with CART, we per-
formed two more experiments. They were similar to the
ones described above, but using for both systems acoustical
and phonetic features. In the case of ANN an integer was
assigned to each phonetic feature. We will refer to these
experiments as ANNa and CARTa.

4.3. Evaluation

There are different ways to evaluate the performance of a
segmentation system. Evaluation methods can be divided
into two different groups: the ones based on an objective
measure and the ones based on a subjective ones. For lat-
ter, usually perceptual tests are performed. Using the seg-
mented speech we can synthesize some speech and give it
to a group of people to evaluate them. For objective evalua-
tion there also are different methods. The most widely used
in the literature is to measure the agreement with a manual
segmentation. Usually the percentage of boundaries whose
error is within a tolerance is measured for a range of tol-
erances. Another measure proposed in [7] can group toler-
ances in one single number. It consists on the mean of a set
of tolerances that will allow to compare different systems in
an easy way. We will refer to this parameter as MeanTol.

Objective and perceptual evaluations are complemen-
tary rather than contradictory. In [2] they propose a percep-
tual evaluation for the present task. However, the cost of this
evaluation is high since a group of listeners is needed, test
needs to be carefully designed and realizations controlled.
We have chosen to perform an objective evaluation of the
systems.

When doing objective evaluation, some researchers have
wondered whether or not a manual segmentation is a valid
reference [7, 10]. To evaluate this, they have given the same
speech database to different people to segment it. Then,
they evaluated the difference between them. In [6] we can
find a review of similar experiments, even for different lan-
guages. Results reported show an average agreement of
94% within 20ms for human labelers.

These values can be interpreted as a limit for automatic
systems when using a manual reference as an objective mea-
sure of the accuracy.

5. RESULTS

We calculated the percentage of boundaries within a set of
tolerances. These tolerances are 5, 10, 15, 20 and 25 ms.
Results are presented in Table 1.

There we can observe how the lowest accuracies corre-
spond to the DTW based system. Also the HMM give low
results compared to the results from ANN and CART. These
two systems both give similar results and significantly im-
prove the HMMs. Nevertheless, we should notice that the

System < 5 < 10 < 15 < 20 < 25
HMM 41% 67% 85% 92% 94%
ANN 56% 79% 88% 92% 95%

ANNa 54% 81% 90% 94% 95%
DTW 30% 50% 62% 69% 73%
CART 58% 82% 91% 94% 96%
CARTa 48% 77% 88% 93% 95%

Table 1. Percentage of boundaries within different toler-
ances for every system, tolerances are in ms.

latter systems build on the results of the HMM and try to
improve them. We should also remember that HMMs are
fully automatic and Machine Learning techniques need a
manually segmented corpus as training data.

Another way for comparing systems is using MeanTol.
Here we consider this parameter as the mean of the toler-
ances in Table 1. Values for this parameter are shown in
Table 2.

HMM ANN ANNa CART CARTa DTW
76 81 83 84 80 58

Table 2. MeanTol for every system.

Using this parameter, we confirm how DTW’s accuracy
is low. HMM has bigger values although ANN and CART
improve them significantly. Therefore, we can observe how
CARTa gives lower results than CART. Thus, CART achieves
its highest result when using phonetic features on their own.
On the other hand, ANN improve its accuracy when adding
phonetic features. This clearly shows that phonetic features
are better suited for refining HMM boundaries.

In the case of DTW the results are not good. Because
of that, we present here some more experiments. They were
performed with more manually segmented sentences, and
these sentences were chosen, using a greedy algorithm, in
order to represent the language variability. The accuracies
are shown in Table 3.

DTW Accuracies
Sentences < 5 < 10 < 15 < 20 < 25

40 30% 50% 62% 69% 73%
200 37% 61% 72% 80% 85%
300 39% 59% 72% 80% 84%
400 40% 62% 77% 85% 88%

Table 3. Results for DTW using different sets of manually
segmented sentences. Tolerances are in ms.

Although we can observe how the system significantly
improves when adding more manually segmented data, it
do not reach other systems results. This shows how DTW



would only by a useful system if you could manually seg-
ment more training data in order to build a voice for a TTS
system. It could also be used to segment speech by using
a voice from another speaker built by manually segmented
data. On the other hand, ANN and CART based systems are
more automatic, since they need less manually segmented
resources, about 3 or 5 minutes of speech.

In Figure 2, we have plotted the results for every sys-
tem, so it is easier to compare them. We have also plotted
the manual agreement (MAN) between to people presented
in [7]. Note that these values were measured on a different
database so it has been plotted only to illustrate the limit in
the evaluation method. However, referring to this disagree-
ment, we can observe how the systems presented based on
Machine Learning techniques are significantly closer to this
limit.
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Fig. 2. Graphics of the results for every system.

Apart from these objective measures, we present in Ta-
ble 4 MeanTol parameter for the eight worse transitions for
each one of the systems analyzed here. We can see in this
table how for HMMs the main problems is with the label
CL. This is a label we use to identify the short silence be-
fore plosives /p/,/t/ and /k/. HMMs though, cannot segment
properly boundaries that come before these silences. On the
other hand, both CART and ANN solve this problem, and
their main problems turn into voiced phones such as nasals,
vowels or laterals. Voiced characteristics increase the most
the difficulty of the task.

6. CONCLUSIONS

In this paper we have reviewed the main existing techniques
for phone segmentation applied to TTS synthesis. We have
also discussed about evaluation methods for this kind of
techniques and discussed the limitations of an objective mea-

sure based on manual segmented corpus. In order to com-
pare different systems we have performed segmentation on
the same database using all of them. It has allowed us to ex-
tract some conclusions about different performances of all
of them using an objective evaluation.

They have different advantages and disadvantages. DTW
cannot achieve same performance as HMM, despite it prob-
ably could by using a larger manually segmented corpus.
On the other hand, HMMs can perform a fully automatic
system, but they are not so good on segmenting the speech,
compared with CART and

ANN. Probably because they are designed for recogni-
tion without caring about boundaries.

On the other hand, ANN and CART gave the highest
results, and in fact they perform a similar regression of the
error. They learn the error of the HMMs from a manual
segmentation. The advantage for these systems is that they
do not need as much training data as DTW and they give
high accuracies.

Results presented show how phonetic features can better
refine HMMs boundaries than acoustic features. We can
observe this because when adding phonetic features to ANN
it improves its accuracy and CART gives better results when
using phonetic features alone than with all features. That is
because HMMs are mistaken in such a systematic way that
both CART or ANN can correct it. So we encourage the
use of phonetic rather than acoustical features to predict the
correction of HMMs boundaries.

As an overview of the present work we claim that un-
der an objective measure, both CART and ANN systems we
presented here give the best performance for few training
data. Since the CART is simpler and gives higher accu-
racies, we propose this system to perform phone segmen-
tation. It can handle segmentation with 94% of boundaries
closer than 20ms to the manual using only phonetic features.

It is also worth mentioning here that we must notice how
the difficulty of segmentation increases when segmenting
voiced-to-voiced transitions. Transitions that involve vow-
els, nasals or voiced fricatives are the most difficult ones
in general. Although for every system there are differences
these classes are presented for every system in Table 4.

Perceptual test comparing these methods in the frame-
work of the real goal of TTS systems should be performed
in future work. Also try to combine different methods (e.g.
apply CART to the DTW results). It would also be interest-
ing to find whether this system could or not work under a
speaker independent approach, although this it not the typi-
cal paradigm. Also the analysis of the errors in order to use
this information in the selection process is encouraged.



HMM ANN CART DTW
aprox. fricative to CL 35 voice affricate to aprox. fricative 20 nasal to voiced plosive 22 lateral to nasal 23

nasal to nasal 38 nasal to voiced plosive 23 voiced fricative to trilled 34 voiced plosive to semi-vowel 40

voiced affricate to CL 40 voiced fricative to trilled 37 nasal to lateral 41 lateral to trilled 40

nasal to lateral 41 nasal to lateral 43 lateral to voiced plosive 49 voiced affricate to vowel 45

semi-vowel to CL 45 lateral to voiced plosive 50 nasal to nasal 51 nasal to vowel 47

trilled to CL 46 nasal to nasal 52 semi-vowel to lateral 60 nasal to trilled 50

lateral to CL 50 aprox. fricative to unvoiced fricative 53 aprox. fricative to voiced affricate 60 nasal to aprox. fricative 50

lateral to voiced plosive 52 aprox. fricative to voiced affricate 53 nasal to voiced fricative 65 lateral to unvoiced affricate 50

Table 4. MeanTol for the four worst transitions for each system. CL stands for pre-plosive silence, it is used before /p/, /t/
and /k/ phones. DTW values are for 400 sentences.
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