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Abstract 
In voice conversion, speech and signal processing techniques are used for the modification of speaker identity, i.e. for modifying the 
speech of a source speaker to sound as if it was spoken by a target speaker. In this paper, we describe a parametric framework for voice 
conversion. The parametric representation separates the speech signal into a vocal tract contribution estimated using linear prediction 
and into an excitation signal modeled using a scheme based on sinusoidal modeling. This parametric framework is in line with the 
theory of human speech production and it also lends itself into very efficient compression. An initial version of the proposed voice 
conversion scheme has been implemented and evaluated in listening tests. The results show that the proposed approach offers a 
promising framework for voice conversion but further development work is still needed to reach its full potential. 
 

1. Introduction 
The term voice conversion refers to the modification of 
speaker identity by modifying the speech signal uttered by 
a source speaker to sound as if it was spoken by a target 
speaker. In general, a voice conversion system is first 
trained using speech data from both the source and the 
target speakers, and then the trained models can be used 
for performing the actual conversion. Potential 
applications for voice conversion include security related 
usage (hiding the identity of the speaker), entertainment 
applications, and text-to-speech (TTS) synthesis in which 
voice conversion techniques can be used for creating new 
and personalized voices in a cost-efficient way. 

The research on voice conversion has received an 
increasing amount of attention, and a large number of 
different voice conversion approaches have been proposed 
in the literature. Roughly speaking, one way to categorize 
the voice conversion techniques is to consider three 
different aspects: the requirements concerning the training 
material (and the processing of this material), the domain 
of the conversion, and the techniques used for the actual 
conversion. For the training material, the most common 
approach is to require parallel speech from the speakers 
and to further align the data in a pre-processing step. 
Some papers, such as (Sundermann et al., 2004), have 
proposed techniques that relax this requirement by 
allowing the usage of different speech content from the 
two speakers. The ultimate goal in this type of work is to 
establish a good solution for cross-lingual voice 
conversion, i.e. for cases in which even the phoneme sets 
can be different for the source and the target speakers. 
Concerning the domain of conversion, many different 
methods have been reported in the literature, with the 
most common approach being a separate conversion of the 
vocal tract contribution and the excitation, as proposed 
e.g. in (Abe et al., 1988). There are also several different 
proposals for the modeling of the excitation signal in 
voice conversion. For example, in (Abe et al., 1988) the 
excitation was modeled in a very simple manner using 
only pitch and energy parameters, in (Kain & Macon, 
1998) the source excitation was used with only pitch 
modification, while (Stylianou, Cappé & Moulines, 1998) 
used a more sophisticated harmonics + noise model. From 
the viewpoint of the actual conversion, example 
approaches presented in the literature include Gaussian 

mixture modeling (GMM) based conversion (Abe et al., 
1998), neural network based conversion (Narendranath et 
al., 1995; Watanabe et al., 2002), hidden Markov model 
(HMM) based conversion (Kim et al., 1997), linear 
transformation based conversion (Ye & Young, 2003; 
Stylianou, Cappé & Moulines, 1998), and codebook based 
conversion (Arslan & Talkin, 1997). 

The voice conversion system presented in this paper 
utilizes a parametric speech representation and operates on 
parallel training materials from the source and the target 
speakers. The conversion of the parameters is performed 
using a GMM based approach. Like the vast majority of 
the current voice conversion techniques, the conversion 
system presented in this paper focuses on the spectral 
aspects of conversion, including instantaneous pitch, and 
it does not modify the duration and timing related 
prosodic features or intonation contours. The most unique 
feature of the proposed voice conversion scheme is that it 
also enables very efficient speech coding seamlessly 
within a single framework. 

The rest of this paper is organized as follows. First, the 
parametric speech model used in the voice conversion 
system is presented in Section 2. Then, in Section 3, we 
describe the voice conversion scheme, including aspects 
related to both the training phase and the actual 
conversion. Section 4 discusses the results obtained in the 
second TC-STAR evaluation campaign (see the TC-STAR 
web page, www.tc-star.org for more detailed information). 
Finally, some concluding remarks are presented in 
Section 5. 

2. Parametric speech model 
The voice conversion scheme presented in this paper is 
based on a parametric speech model. The selection of such 
a model was inspired by the successful usage of a similar 
model in a low-bit-rate speech coding application, 
presented earlier in (Rämö et al., 2004). The parametric 
model described in this section contains favorable 
properties from the viewpoint of both voice conversion 
and speech coding, and allows a seamless combination of 
these two aspects. 

2.1. Speech representation 
The speech model used in this paper is based on the fact 
that a speech signal, or alternatively a vocal tract 



excitation signal, can be represented as a sum of sine 
waves of arbitrary amplitudes, frequencies and phases 
(McAulay & Quatieri, 1986; McAulay & Quatieri, 1995): 
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where, for the mth sinusoidal component, am(t) and ωm(t) 
represent the amplitude and the frequency, and θm 
represents a phase offset. To obtain a frame-wise 
representation, the parameters are assumed to be constant 
over the analysis frame. Consequently, the discrete signal 
s(n) in a given frame can be approximated as  
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where Am and θm represent the amplitude and the phase of 
each sine-wave component associated with the frequency 
track ωm, and L denotes the number of sine-wave 
components. 

To simplify the representation, we have assumed that 
the sinusoids are always harmonically related, i.e. that the 
frequencies of the sinusoids are integer multiples of the 
fundamental frequency ω0. During voiced speech, ω0 
corresponds directly to the pitch associated with the 
analysis frame. During unvoiced speech, however, there is 
no physically meaningful pitch available, and we use a 
fixed value for ω0. To further simplify the model, we 
assume that the sinusoids can be classified as continuous 
or random-phase sinusoids. The continuous sinusoids 
represent voiced speech and they are modeled using a 
linearly evolving phase. The random-phase sinusoids, on 
the other hand, represent unvoiced noise-like speech that 
is modeled using a random phase. 

To facilitate both voice conversion and speech coding, 
the sinusoidal model described above is applied to the 
modeling of the vocal tract excitation signal. The 
excitation signal is obtained using the well-known linear 
prediction approach. In other words, the vocal tract 
contribution is captured by the linear prediction analysis 
filter A(z) and the synthesis filter 1/A(z), while the 
excitation signal is obtained by filtering the input signal 
x(t) using the linear prediction analysis filter A(z) as 
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where N denotes the order of the linear prediction filter. In 
addition to the separation into the vocal tract model and 
the excitation model, the overall gain or energy is used as 
a separate parameter to simplify the processing of the 
spectral information. 

2.2. Parameter estimation 
As described in Section 2.1, the speech representation 
used in the voice conversion system consists of three 
elements: i) vocal tract contribution modeled using linear 
prediction, ii) overall gain/energy, iii) normalized 
excitation spectrum. The third of these elements, i.e. the 
residual spectrum, is further represented using the pitch, 
the amplitudes of the sinusoids, and voicing information. 
Each of these parameters is estimated at 10-ms intervals 
from 8-kHz input speech signal. The rest of this section 

describes the parameter estimation process at a general 
level. 

The coefficients of the linear prediction filter are 
estimated using the autocorrelation method and the well-
known Levinson-Durbin algorithm, together with mild 
bandwidth expansion. This approach ensures that the 
resulting filters are always stable. Each analysis frame 
consists of a 25-ms speech segment, windowed using a 
Hamming window. The degree of the linear prediction 
filter is set to 10 for 8-kHz speech. For further processing, 
the linear prediction coefficients are converted into the 
line spectral frequency (LSF) representation. From the 
viewpoint of voice conversion, this widely-used 
representation is very convenient since it has a close 
relation to formant locations and bandwidths, and it offers 
favorable properties for different types of processing and 
guarantees filter stability. 

The operation of the pitch estimation algorithm can be 
summarized as follows. First, a frequency-domain metric 
is computed using a sinusoidal speech model matching 
approach that partially follows the ideas presented in 
(McAulay & Quatieri, 1990). Then, a time-domain metric 
measuring the similarity between successive pitch cycles 
is computed for a fixed number of pitch candidates that 
received the best frequency-domain scores. The actual 
pitch estimate is obtained using the two metrics together 
with a pitch tracking algorithm that considers a fixed 
number of potential pitch candidates for each analysis 
frame. As a final step, the obtained pitch estimate is 
further refined using a sinusoidal speech model matching 
based technique to achieve better than one-sample 
accuracy. 

Once the final refined pitch value has been estimated, 
the parameters related to the residual spectrum can be 
extracted. For these parameters, the estimation is 
performed in the frequency domain after applying 
variable-length windowing and fast Fourier transform 
(FFT). The voicing information is first derived for the 
residual spectrum through the analysis of voicing-specific 
spectral properties separately at each harmonic frequency. 
The spectral harmonic amplitude values are then 
computed from the FFT spectrum. Each FFT bin is 
associated with the harmonic frequency closest to it. 

The final step in the parameter estimation process is to 
obtain the energy value. This estimation is performed in 
time domain, using the root mean square energy. Since the 
frame-wise energy varies significantly depending on how 
many pitch peaks are located inside the frame, the 
estimation computes the energy of a pitch-cycle length 
signal instead. 

3. Parametric conversion scheme 
Our voice conversion system performs the conversion 
using the parametric representation presented in Section 2. 
The GMM based conversion models are trained using 
parallel aligned data from the source and target speakers. 
The first part of this section describes the techniques used 
for the data alignment and model training, while the latter 
part describes the actual models and their usage in the 
conversion phase. 

3.1. Alignment and training 
The training of the GMM based model utilizes aligned 
parametric data from the source and target voices. The 



alignment is achieved in two steps. First, both the source 
and target speech signals are segmented and then a finer-
level alignment is performed within each segment. The 
segmentation is performed at phoneme-level using HMM 
models, and the alignment utilizes dynamic time warping 
(DTW). It is also possible to utilize manually labeled 
phoneme boundaries if such information is available but 
this is not used as the only solution to avoid the 
requirement for any manual processing that would anyway 
be time-consuming and prone to human errors. 

In principle, the speech segmentation could be 
conducted using very simple techniques, for example by 
measuring spectral change without taking into account 
knowledge about the underlying phoneme sequence. 
However, to achieve better performance, we fully exploit 
the information about the phonetic content and perform 
the segmentation using HMM based models. The first step 
is to extract a sequence of feature vectors from the speech 
signal. The extraction is performed frame by frame, using 
similar frames as in the parameter extraction procedure 
described in Section 2. The phoneme sequence associated 
with the corresponding speech is assumed known. Given 
the phoneme sequence, a compound HMM model is built 
up by sequentially concatenating the phoneme HMM 
models. Next, the frame-based feature vectors are 
associated with the states of the compound HMM model 
using Viterbi search to find the best path (Rabiner & 
Juang 1993). By keeping track of the states, a 
backtracking procedure can be used to decode the 
maximum likelihood state sequence. The phoneme 
boundaries in time are then recovered by following the 
transition change from one phoneme HMM to another. 

The phoneme-level alignment obtained using the 
procedure above is further refined by performing frame-
level alignment using dynamic time warping. DTW is a 
dynamic programming technique that can be used for 
finding the best alignment between two acoustic patterns. 
This is functionally equivalent to finding the best path in a 
grid to map the acoustic features of one pattern to those of 
the other pattern. Finding the best path requires solving a 
minimization problem, minimizing the dissimilarity 
between the two speech patterns. In our implementation, 
DTW is applied on Bark-scaled LSF vectors and the 
algorithm is constrained to operate within one phoneme 
segment at a time. Non-simultaneous silent segments are 
disregarded. 

The DTW algorithm results in a combination of 
aligned source and target vectors z=[xT yT]T that can be 
used to train a conversion model. In the training, we have 
used the popular approach proposed in (Kain & Macon, 
1998) that makes use of the aligned data z to estimate the 
GMM parameters (α, µµµµ, ΣΣΣΣ) of the joint distribution p(x,y). 
This is accomplished iteratively through the well-known 
Expectation Maximization (EM) algorithm (Dempster, 
Laird & Rubin 1977). In the above notation, x and y 
correspond to the source and target feature vectors, 
respectively.  

3.2. Conversion 
Among the speech parameters described in Section 2, 
pitch and LSFs were found particularly important from the 
perception point of view in voice conversion. In the 
development of our current system, the emphasis was 
placed on the conversion of these features. Other features 

such as voicing and residual spectrum were used as 
complementary information and were exploited in the 
model training but no explicit conversion was performed 
for these parameters in the current system. 

The conversion of the speech parameters follows a 
scheme where the trained GMM parameterizes a linear 
function that minimizes the mean squared error (MSE) 
between the converted source and target vectors. The 
conversion function is, as shown in (Kain & Macon, 
1998): 
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The covariance matrix is formed as 
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is the mean vector of the i-th Gaussian mixture of the 
GMM. 

The conversion of the LSF vectors is performed using 
an extended vector that also contains the derivative of the 
LSF vector, to take some dynamic context information 
into account. This combined feature vector is transformed 
through GMM modeling, using Equation (4). Only the 
true LSF part is retained after conversion. The conversion 
utilizes several modes, each containing its own GMM 
model with 8 mixtures. The modes are achieved by 
clustering the LSF data in a data-driven manner. 

The pitch parameter is transformed through the 
associated GMM in frequency domain using Equation (4). 
During unvoiced parts, “pitch” is left unchanged. The 8-
mixture GMM used for pitch conversion is trained on 
aligned data, with a requirement to have matched voicing 
between the source and the target data.  

After the conversion of the pitch parameter, the 
residual amplitude spectrum is processed accordingly. The 
reason for this processing is the fact that the length of the 
amplitude spectrum vector depends on the pitch value at 
the corresponding time instant. This means that the 
residual spectrum, although essentially unchanged, will be 
re-sampled to fit the dimension dictated by the converted 
pitch at that time. 

After the features have been converted, they are used 
together to re-synthesize the transformed waveform. The 
synthesis is performed in a pitch-synchronous manner. 

4. Evaluation results 
The parametric voice conversion system described in this 
paper was evaluated in listening tests in the context of the 
second TC-STAR evaluation campaign. The evaluation 



covered aspects related to both speaker identity and 
speech quality. The evaluation was carried out by an 
independent evaluation agency. 

4.1. Test set-up 
The data set used in the testing included UK English 
speech data from four different speakers (two female and 
two male speakers). The training set included 159 
sentences per speaker and a distinct testing set consisted 
of 9 sentences per speaker. The same sentences were 
recorded from all the speakers. 

Among the 12 possible conversion directions, 4 were 
chosen as the directions included in the test. For the 
selected directions, the test organizer provided the 
recorded source sentences used in the test. These source 
sentences were converted using our voice conversion 
system to the voices of the target speakers. The converted 
signals were evaluated by 20 native non-expert listeners.  

The listening test included two parts. In the first part, 
the listeners were asked to evaluate the speaker identity 
without considering the speech quality using the 5-level 
scale summarized in Table 1. The true target signals 
recorded from the target speakers, available only for the 
test organizer, were used as the reference. In the second 
part, the listeners evaluated the perceptual quality of the 
converted speech using the mean opinion score (MOS) 
grades shown in Table 2. 

 
Table 1. Scale used for evaluation of speaker identity. The 
listeners were asked to evaluate whether the two samples 
in the given pair were spoken by the same person or not. 

 

Grade Meaning 
5 Definitely identical 
4 Probably identical 
3 Not sure 
2 Probably different 
1 Definitely different 

 

 

Table 2. Scale used in the evaluation of speech quality. 
 

Grade Meaning 
5 Excellent 
4 Good 
3 Fair 
2 Poor 
1 Bad 

 

4.2. Results 
The results are summarized in Table 3 and Table 4. 
Table 3 contains the results from the first part of the 
listening test, focusing on the evaluation of speaker 
identity. The combined score for all the directions, not 
shown in the table, was 2.53. The results from the speech 
quality evaluation are summarized in Table 4. 
 

Table 3. Results from the first part of the evaluation 
(speaker identity). F denotes a female and M a male 

speaker. 
 

Direction F1 → F2 F1  → M2 M1 → F2 M1 → M 2 
Score 3.10 3.05 2.20 1.77 

Table 4. Results achieved from the second part of the 
evaluation (speech quality). 
 

 MOS score 
Achieved score 2.09 
Reference 1 (source) 4.80 
Reference 2 (target) 4.78 

 

4.3. Discussion on the results 
When looking at the results, the first observation that can 
be made is that there were large differences between the 
different conversion directions. Moreover, despite the 
moderate average scores, the person identity conversion 
was sometimes perceived very successful. This can be 
regarded as a good result due to two reasons. First, our 
initial system that participated in the evaluation only 
converted the LSFs and the pitch parameter. Moreover, 
the conversion was performed in a frame-wise manner 
without considering the frame-to-frame evolvement of the 
parameters or intonation contours. Significant 
improvements can be expected after making the system 
more complete. 

As can be seen from Table 4, a rather low score was 
achieved in the speech quality evaluation. There are a 
couple of clear reasons for this. First, the system produced 
8-kHz output signals while the other signals (e.g. the 
reference samples) included in the listening test used a 
sampling rate of 16 kHz. Second, the source signals also 
contained some non-speech elements such as audible 
breathing and the parametric speech and conversion 
models created many audible artifacts to the 
corresponding places in the output signals. Third, the 
frame-by-frame conversion made the converted parameter 
contours a bit noisy and this was also audible in the output 
signals. Finally, the fact that not all the parameters were 
converted also had its impact on the quality. Considering 
these underlying reasons for quality degradations, it is 
evident that much better quality can be expected after 
further development work. 

5. Concluding remarks 
This paper has introduced a parametric approach for voice 
conversion. The parametric representation both facilitates 
the conversion and enables very efficient speech 
compression. The proposed model represents the vocal 
tract contribution using line spectral frequencies and the 
excitation signal is modeled using a scheme based on 
sinusoidal modeling. The actual conversion is performed 
using a GMM based approach. The practical evaluation 
results support our assumption that the proposed approach 
is very promising but more development work is still 
needed to achieve its full potential. 
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