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Abstract
Speech translation systems commonly couple automatic speech
recognition (ASR) and machine translation (MT) components.
Hereby the automatic segmentation of the ASR output for the
subsequent MT is critical for the overall performance. In simul-
taneous translation systems, which require a continuous output
with a low latency, chunking of the ASR output into translat-
able segments is even more critical. This paper addresses the
question how utterance chunking influences machine translation
performance in an empirical study. In addition, the machine
translation performance is also set in relation to the segment
length produced by the chunking strategy, which is important
for simultaneous translation. Therefore, we compare different
relatively simple chunking/ segmentation strategies on speech
recognition hypotheses as well as on reference transcripts.
Index Terms: machine translation, speech translation, simulta-
neous translation, segmentation, chunking

1. Introduction
In speech translation systems the combination of automatic
speech recognition (ASR) and machine translation (MT) is not
always straight forward, when optimal performance should be
achieved. In addition to the errors committed by the speech
recognition leading to additional errors in the machine transla-
tion, the ASR hypotheses have to be resegmented such that the
performance of the MT does not suffer thereunder. Since almost
all MT systems are trained on data split at sentence boundaries
this is commonly done by resegmenting the hypotheses accord-
ing to automatically detected sentence boundaries.

But automatic sentence boundary detection or punctuation
annotation in general is, depending on the type of data, still very
challenging. Punctuation annotation is usually done by combin-
ing lexical and prosodic features [1], whereas the combination
is often done with the help of maximum entropy models [2] or
CART-style decision trees [3].

Within TC-STAR [4] Lee et al. [5] proposed a system
which inserts commas within a given ASR sentence by us-
ing bigram/ trigram statistics for commas together with certain
thresholds to improve the machine translation quality. [6] pro-
posed another solution for inserting commas and periods into
the ASR output by using a maximum entropy classifier. Dura-
tional and language model features were used for the classifier.
As they observed on English a 98% correlation for periods and
a 70% correlation for commas between the two and contiguous
non-word sequences only such regions were considered.

In [7] different approaches for automatic sentence segmen-
tation and punctuation prediction were compared with respect
to MT performance. Punctuation prediction was either done
with the help of a hidden ngram [8] or by generating them im-
plicitly during the translation process. For sentence segmen-
tation an HMM-style search using hidden-events to represent

segment boundaries was used, extended with an additional sen-
tence length model. To obtain an optimal segmentation of a doc-
ument a global search, restricted by the sentence length model
has to be performed.

For simultaneous translation systems [9] chunking of ASR
hypotheses into useful translatable segments is even more criti-
cal and difficult. Due to the resulting latency, a global optimiza-
tion over the complete document or several ASR hypotheses
as suggested in [7] is impossible. Instead a maximum of 9-10
words resulting in a latency of about 3 seconds is desirable.

In this paper we address the questions on how chunking of
ASR hypotheses as well as ASR reference transcriptions into
translatable segments, usually smaller then sentences, influence
MT performance of a conventionally trained system, i.e. trained
on complete sentences with punctuation marks, in an empirical
study. Therefore, we compare different relatively simple seg-
mentation strategies on ASR hypotheses as well as on the ref-
erence transcripts. To measure the usefulness for simultaneous
translation we set the MT performance in relation to the average
segment length and their standard deviation.

In Section 2 the topic of scoring the machine translation
with different segmentations is addressed. Section 3 introduces
the test data and the speech recognition and translation systems
used for the experiments. In Section 4 the experimental results
are presented and discussed. Finally, Section 5 concludes the
paper.

2. Scoring Machine Translation with
different Segmentations

The commonly used metrics for the automatic evaluation of ma-
chine translation output, such as the Bleu [10] and NIST [11]
metrics, have originally been developed for translation of writ-
ten text, where the input segment boundaries correspond to the
reference sentence boundaries. This is not the case for trans-
lation of spoken language where the correct segmentation into
sentence-like units is unknown and must be produced automat-
ically by the system.

In order to be able to use the established evaluation mea-
sures, the translation output of the automatically produced seg-
ments must be mapped to the reference translation segments
before the scoring procedure. This is done using the method
described in [12], which takes advantage of the edit distance al-
gorithm to produce an optimal re-segmentation of the hypothe-
ses for scoring which is invariant of the segmentation used by
the translation component.

3. Data and Systems
As test data for our experiments we selected the 2006 Spanish-
English TC-Star development data consisting of 3hrs of non-
native Spanish speech recorded at the European Parliament di-



vided into 14 sessions. We used ASR hypotheses as well as ref-
erence transcripts for the experiments, whereas the Spanish hy-
potheses were generated with a system trained within TC-STAR
on Parliament Plenary Sessions [13]. The case-insensitive word
error rate was 8.4%.

3.1. Statistical Machine Translation

The Spanish-English machine translation system was trained
on parallel European Parliamentary Speeches (EPPS) provided
within TC-STAR and by Philipp Koehn [14]. For the language
model an additional amount of 175M words of monolingual
data collected from the web was used [15].

For machine translation we used a phrase-to-phrase based
statistical machine translation system. Various methods for
phrase extraction have been proposed; in our system, phrase
translation candidate pairs are extracted from the bilingual train-
ing corpus using the PESA method [16]. This method is suit-
able for open or large domain real-time translation systems, as
phrase pairs of arbitrary length can be extracted from the bilin-
gual corpus at decoding time, and does not require building a
large static phrase table.

The decoder is a beam search decoder which allows for re-
stricted word reordering. For our experiments, the following
models were used: 1. a translation model, i.e. the word-to-
word and phrase-to-phrase translations extracted from the bilin-
gual corpus; 2. a trigram language model; 3. a symmetric word
reordering model, which penalizes longer-range reorderings by
jump distance; 4. word and phrase count models which com-
pensate the tendency of the language model to prefer shorter
translations, and favor longer phrases over shorter ones, poten-
tially improving fluency. Each of the model scores is multiplied
by a scaling factor to give an overall score. The optimal set of
model scaling factors is determined on a held-out set.

Decoding proceeds along the input segment, but allows re-
orderings of words and phrases by selecting, at each step, the
next word or phrase to be translated from all words or phrases
lying within a local window from the current position [17]. A
window size of 4 was used in our experiments.

4. Experimental Results and Discussion
In this section we compare and discus the translation scores
achieved by translating ASR reference transcripts as well as
ASR hypotheses resegmented with different chunking strate-
gies. For comparison reasons all punctuation marks in the ref-
erence transcripts were removed. However, a conventionally
trained MT system, i.e. trained on complete sentences contain-
ing punctuation marks, was used, because we were especially
interested in how such a system is influenced by the different
chunking strategies. We have also seen in the past, that such a
system performs better than compared to one which is trained
without any punctuation. The reason for that is, that punctuation
marks are especially helpful during word alignment training, as
they provide useful alignment boundaries. Overall this means,
that the results obtained are worse than compared to those us-
ing punctuation marks and further could be slightly biased to-
wards segmentation strategies which produce segments with a
higher correlation towards punctuation boundaries. Therefore,
in addition to the translation scores and segment length statis-
tics we tried to measured also Precision and Recall by aligning
the segment boundaries to sentence boundaries and commas in
the ASR reference transcripts. For an end-to-end simultaneous
translation system punctuation has to be inserted either in the
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Figure 1: Baseline results achieved by splitting at sentence
boundaries (sb) and punctuation marks in general (pm). Bleu
scores (left axe) obtained by translating ASR reference tran-
scripts (represented with gray boxes) as well as ASR hypotheses
(represented with black boxes). The dashed line corresponds to
the ’sb’ baseline using reference transcripts, the solid line to
the ’sb’ baseline using ASR hypotheses. The vertical lines with
markers in the middle of the boxes give the average segment
length (right axe) together with the standard deviation.

source or in the target language only, for a better readability
and understanding.

The Bleu scores were obtained by using the method de-
scribed in Section 2 using two reference translations. The scor-
ing was done case-insensitive without taking punctuation marks
into account.

4.1. Baselines

Resegmenting ASR hypotheses at sentences boundaries for ma-
chine translation is the most common approach for speech trans-
lation systems. For this reason, the translation scores obtained
by translating ASR hypotheses as well as reference transcripts
split at sentence boundaries serve as one baseline for the follow-
ing experiments. As can be seen in Figure 1 (sb) we obtained
a Bleu score of 36.6% by translating ASR reference transcripts
and a score of 33.4% for ASR hypotheses, which clearly shows
the influence of the ASR performance on MT quality. The av-
erage segment (sentence) length was around 30 words with a
standard deviation of 22.

Another baseline is obtained by translating ASR reference
transcripts and taking also all other punctuation marks as ad-
ditional split points. Thereby (Figure 1) the average segment
length could be reduced from 30 to 8 with almost no decrease
in the translation score. This is an unachievable and intrans-
ferable baseline, because the location of punctuation marks and
therefore the segment lengths are language dependent and au-
tomatic punctuation annotation is always erroneous. Also auto-
matic semantic analyses are very difficult. Therefore, in the fol-
lowing sections, we analyzed how MT performance is affected
by chunking strategies using other features.

4.2. Destroying/ Extending the Semantic Context

In this section we analyzed, how MT performance is affected
by destroying or extending the semantic context of an utterance
independently of the applicability for simultaneous translation.

For this purpose, we first cut down the sentences into
smaller chunks of equal length or merged several sentences to
larger segments. As can be seen in Figure 2 while destroying
the context by splitting a sentence four (s0.25) or two (s0.5)
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Figure 2: Results achieved by splitting (s0.25, s0.5) and merg-
ing sentences (s2, s5) and by splitting a complete session into
chunks of fixed length (11, 20, 30, 50, 100). Legend given in
Figure 1.

times significantly decreases the MT scores, we can not make
use of the extended context over sentence boundaries when
merging two (s2) or five (s5) sentences together. This might
be connected with the way of how the translation models were
trained. Second we analyzed the additional influence of split-
ting across sentence boundaries on the translation score. There-
fore, we merged all utterances of a single session together and
cut them every n words. The results are given in Figure 2 for
n ∈ {11, 20, 30, 50, 100}. As expected, the decrease in the seg-
ment size, i.e. the destruction of the semantic context affected
the translation scores significantly when translating ASR hy-
potheses or reference transcripts. In comparison to the sentence
merging and splitting and especially when comparing the trans-
lation scores across nearly equal sentence lengths the scores are
worse, which means, that keeping at least the sentence bound-
aries seems to be important.

4.3. Using Additional Information

In the next set of experiments we analyzed how well other in-
formation extracted from the audio signal or ASR hypotheses is
suitable for utterance chunking. In a first experiment we used
the ASR segmentation which was developed in the context of
the 2006 TC-Star evaluation [18]. The splitting was done at
classified non-speech regions satisfying some durational con-
straints, while not throwing away any part of available speech.
A multi-layer perceptron is used for speech/ non-speech classi-
fication. As this is done in multiple passes, it is inapplicable for
simultaneous translation. But the result given in Figure 3 (asr)
is interesting, because the degradation compared to the baseline
is less than one Bleu point without doing any sentence bound-
ary detection using e.g. linguistic or other features in addition.
The reason might be due to the relatively high Precision of 71%
when aligning the segmentation boundaries with the punctua-
tion marks. The Recall was 43%.

Motivated by the previous results, we used the information
about non-speech regions in the ASR hypotheses for resegmen-
tation. As non-speech regions we used recognized silences and
non-human noises, whereas successive noises and silences were
merged together. For the translation scores in Figure 3 we used
different non-speech duration thresholds (0.1, 0.3, 0.5, and 1.0
seconds). As expected, the results are significantly better than
those obtained with the chunking strategies in Section 4.2. For
a threshold of 0.1 we observed a Precision of 60% and a Recall
of 58%, for a threshold of 0.3 we observed 71% and 34% and
for a threshold of 0.5 81% and 21%. While a threshold of 0.1
has the best correlation to punctuation marks, the MT score is
the worst.

Since this chunking strategy is quite simple and requires no
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Figure 3: Results achieved by using the automatic ASR seg-
mentation (asr), splitting at non-speech regions with different
durational thresholds (0.1, 0.3, 0.5, 1.0), and by splitting at the
longest non-speech interval within a region of a max. number
of words (v15, v20, v25). In the last column, the results ob-
tained by using information from an MT system are given (mt).
Legend given in Figure 1.

additional context information, but nonetheless achieving rela-
tively good translation scores, it might be suitable even for si-
multaneous speech translation systems. The only problem is
the large standard deviation. By splitting the ASR hypotheses
at the longest non-speech interval within a region of a maxi-
mum number of words, the standard deviation could be signifi-
cantly reduced (v15, v20, v25, with chunks of maximal 15, 20,
25 words) without decreasing the translation quality compared
to the results achieved with a non-speech duration threshold of
0.3. When aligning the segmentation boundaries to punctuation
marks for the experiments, we obtained for v15 a Precision of
59% and a Recall of 61%, for v20 64% and 53%, and for v25
68% and 47%.

Overall, the Precision and Recall values for the alignment
of segmentation boundaries with punctuation reflect the well-
known correlation between non-speech regions and punctuation
marks. But in comparison with the MT, there seems to be no di-
rect correlation between the Bleu scores and Precision and Re-
call. This let us come to the conclusion that an optimal chunking
strategy for MT does not necessarily has to have a high correla-
tion with punctuation marks. Instead semantic boundaries have
to be found, which are also known to be correlated with non-
speech regions or other prosodic features [19]. Besides non-
speech regions also hesitations should be taken into account.
For simultaneous speech translation an equally good perform-
ing chunking strategy comparable to the baseline with a small
average segment length could not yet be found.

4.4. Using Machine Translation Information

For this experiment we would like to approach the problem
in finding appropriate translatable segments for simultaneous
translation from the other side. Instead of looking at the ASR
hypotheses or references we looked at the PESA alignment in-
formation and at the reordering boundaries during the transla-
tion of the ASR hypotheses. Our hope was to find an optimal
chunking with a small average segment length.

In a first experiment we used that information to split the
ASR hypotheses at PESA alignment boundaries. This was
not successful, because the average phrase length was about 2
words only, which means that the necessary context informa-
tion for a good translation was almost lost and word reordering
no more possible. The short phrase lengths can be explained by
the domain and speaking style mismatch between the training
and test data. While the European Parliamentary Speeches are
mostly planned speeches and therefore more fluent, the test data



is more spontaneous.
In a second experiment we used the reordering boundaries

instead, i.e. we split the ASR hypotheses so that the reordering
was not affected. As shown in Figure 3 (mt) nearly the same
translation scores could be reached compared to the baseline,
but the average segment length could be reduced to 17. For this
chunking strategy we measured a Precision of 67% and a Recall
of 33%.

5. Conclusion
In this paper we have addressed the question on how utterance
chunking influences machine translation performance in an em-
pirical study by comparing different relatively simple chunk-
ing strategies on ASR hypotheses as well as on ASR reference
transcripts. We have seen that sentence boundaries are a good
criterion for utterance chunking, but are inapplicable for simul-
taneous translation because of the high average sentence length.
At least for Spanish, punctuation marks in general seems to be
more suitable for utterance chunking for simultaneous transla-
tion, but that raise the question of the transferability to other lan-
guages. Furthermore, punctuation marks are difficult to detect
automatically. In contrast thereto, non-speech regions, which
do not have to be correlated with punctuation marks seem to be
a good indicator for a split. When limited to a maximum length,
within which a split has to be occur, the decrease in translation
quality is in our opinion tolerable and therefore suitable for si-
multaneous translation.

In the future, it might be worthwhile to approach the prob-
lem in finding an optimal chunking strategy from the other di-
rection. Almost no decrease in translation quality could be
achieved when using reordering boundaries taken from the a
preliminary translation step as split points. The average seg-
ment length could be significantly improved compared to the
baseline, albeit still inappropriate for simultaneous translation.
Furthermore, the problem how that segmentation could be imi-
tated in advance to translation is still unsolved.
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