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OverviewOverview

�� The ISL statistical machine translation systemThe ISL statistical machine translation system

�� STTK developed at CMU/UKASTTK developed at CMU/UKA

�� Phrase TranslationPhrase Translation

�� DecodingDecoding

�� OpenLabOpenLab shared task T1shared task T1

�� System combinationSystem combination with commercial systemscommercial systems
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Phrase Translation ApproachesPhrase Translation Approaches

�� Train word alignment model and extract phraseTrain word alignment model and extract phrase--toto--

phrase translations from phrase translations from ViterbiViterbi pathpath
•• IBM model 4 alignmentIBM model 4 alignment

•• HMM alignmentHMM alignment

•• Bilingual BracketingBilingual Bracketing

�� Phrase translation modelsPhrase translation models
•• Integrated segmentation and alignment (ISA)Integrated segmentation and alignment (ISA)

•• Phrase Pair Extraction via full (constrained) Sentence AlignmenPhrase Pair Extraction via full (constrained) Sentence Alignment t 

(PESA)(PESA)
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Phrase Extraction via Sentence AlignmentPhrase Extraction via Sentence Alignment
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Phrase Extraction via Sentence AlignmentPhrase Extraction via Sentence Alignment

-- Calculate modified IBM1 word alignment: don’t Calculate modified IBM1 word alignment: don’t 

sum over words in ‘forbidden’ areassum over words in ‘forbidden’ areas

-- Pr(Pr(ssjj||ttii) are normalized over columns, i.e. ) are normalized over columns, i.e. 

-- Select target phrase boundaries which maximize Select target phrase boundaries which maximize 

sentence alignment probabilitysentence alignment probability

((ii11, , ii22) = argmax) = argmax((ii11,,ii22)) { Pr{ Pr((ii11,,ii22))(s|t) }(s|t) }
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ISL Phrase TranslationISL Phrase Translation

�� Use all translation candidates with scores close to the Use all translation candidates with scores close to the 

best onebest one

�� Looking from both sidesLooking from both sides
•• calculate alignment from both sidescalculate alignment from both sides

•• alignment in reverse directionalignment in reverse direction

•• Interpolation factor tuned on development setInterpolation factor tuned on development set

�� OnOn--thethe--fly phrase extractionfly phrase extraction
•• use suffix array to index source part of corpususe suffix array to index source part of corpus

•• Space efficientSpace efficient

•• Search requires binary searchSearch requires binary search

•• Finds nFinds n--grams up to any n, within sentence boundariesgrams up to any n, within sentence boundaries
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Phrase Translation ProbabilitiesPhrase Translation Probabilities

�� Most long phrases are seen only once or twice, no good  Most long phrases are seen only once or twice, no good  

statistics possiblestatistics possible

�� Want to have phrase translation probabilities close to Want to have phrase translation probabilities close to 

word translation probabilitiesword translation probabilities

�� Use multiple lexical scores as word and phrase Use multiple lexical scores as word and phrase 

translation probabilities:translation probabilities:

�� forward and reverse IBM1 at phrase levelforward and reverse IBM1 at phrase level

�� forward and reverse IBM1 at sentence levelforward and reverse IBM1 at sentence level

�� relative phrase frequenciesrelative phrase frequencies

�� can use any statistical lexicon: IBM1can use any statistical lexicon: IBM1--4, HMM, …4, HMM, …
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Knowledge Sources for DecodingKnowledge Sources for Decoding

�� Lexical informationLexical information
•• Statistical lexiconStatistical lexicon

•• Manual lexiconManual lexicon

•• Phrase translationsPhrase translations

•• Named entitiesNamed entities

�� Language model: standard nLanguage model: standard n--gramgram

�� Position alignment model for word reorderingPosition alignment model for word reordering

�� Word and phrase count modelsWord and phrase count models

�� Word fertilities (e.g. from GIZA++)Word fertilities (e.g. from GIZA++)

�� Minimum error training (MER) for optimizing model Minimum error training (MER) for optimizing model 

scaling factorsscaling factors
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DecodingDecoding

�� Build translation latticeBuild translation lattice
•• Run leftRun left--toto--right over source sentenceright over source sentence

•• Search for matching phrases between source sentence and transduSearch for matching phrases between source sentence and transducercer

•• For each translation, insert edges into latticeFor each translation, insert edges into lattice

•• Lattice input: run over all source lattice edgesLattice input: run over all source lattice edges

�� FirstFirst--best searchbest search
•• Run leftRun left--toto--right over latticeright over lattice

•• Apply language modelApply language model

•• Combine translation model score and language model scoreCombine translation model score and language model score

•• Recombine and prune hypothesesRecombine and prune hypotheses

•• At sentence end, add sentence length model scoreAt sentence end, add sentence length model score

•• Trace back best hypothesis (or nTrace back best hypothesis (or n--best hypotheses)best hypotheses)



Interactive Systems LabsInteractive Systems Labs 1010 // 223330.03.200630.03.2006

Reordering and PruningReordering and Pruning

�� Word and phrase reordering within a given windowWord and phrase reordering within a given window
•• From first unFrom first un--translated source word next k positionstranslated source word next k positions

•• Window length 1: monotone decodingWindow length 1: monotone decoding

•• Restrict total number of reordering (typically 3 per 10 words)Restrict total number of reordering (typically 3 per 10 words)

�� Recombination and pruning of hypothesesRecombination and pruning of hypotheses
•• Of two hypothesis, keep only better one if no future informatioOf two hypothesis, keep only better one if no future information can n can 

switch their rankingswitch their ranking

•• Example: last two word are the same for both hypotheses when a Example: last two word are the same for both hypotheses when a 33--

gram LM is usedgram LM is used

•• beam search: remove hypotheses which are worse than best beam search: remove hypotheses which are worse than best 

hypothesis by a factor khypothesis by a factor k
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Evaluation Data and TrainingEvaluation Data and Training

�� Training dataTraining data
•• SpanishSpanish/English /English EPPS: provided T1 corpus, 35? million wordsEPPS: provided T1 corpus, 35? million words

�� PreprocessingPreprocessing
•• Some ruleSome rule--based translation of number and date expressionsbased translation of number and date expressions

•• Some Some disfluencydisfluency cleaning (decleaning (de--stuttering etc.)stuttering etc.)

•• Tokenization (punctuation marks), lowercasingTokenization (punctuation marks), lowercasing

•• Splitting of long sentences, limit sentence lengthSplitting of long sentences, limit sentence length

�� PostprocessingPostprocessing
•• Remove or keep Remove or keep untranslateduntranslated wordswords

•• Correct punctuationCorrect punctuation

•• Mixed CaseMixed Case
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Sentence SplittingSentence Splitting

�� Split long training sentencesSplit long training sentences
•• Improved lexical probabilitiesImproved lexical probabilities

•• RuntimeRuntime

�� Define split points in source and target sentenceDefine split points in source and target sentence
•• punctuation marks, bracketspunctuation marks, brackets

�� Choosing split pointsChoosing split points
•• calculate calculate ppnot_splitnot_split = (source sentence  | target sentence)= (source sentence  | target sentence)

•• calculate calculate ppsplitsplit = p(source left | target left) * = p(source left | target left) * p(splitpp(splitp left | left | splitpsplitp right) *p( right) *p( 

source right | target right) source right | target right) 

•• in each iteration, rein each iteration, re--calculate lexicon and split best N sentence pairscalculate lexicon and split best N sentence pairs
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Combining the ISL system with Combining the ISL system with 

commercial systemscommercial systems

• ISL system is phrase-based statistical machine
translation system

• Commercial systems usually very different from
SMT, e.g. grammar/rule based

• Subjective evaluation: comparable translation 
quality, even though worse when worse
NIST/Bleu scores

• Can SMT system profit from this/be improved?
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Results, individual systemsResults, individual systems

0.34508.14500.34918.1513Commercial system 2

0.40028.40800.40338.4240Commercial system 4

0.45169.37390.45519.3744Commercial system 5

0.45219.37850.45709.3926Commercial system 3

0.45239.40080.45849.4511Commercial system 7

0.45269.40880.45879.4589Commercial system 1

0.48189.57470.47899.5855Commercial system 6

0.515410.21790.535610.4682UKA/ISL

BLEUCSNISTCSBLEUNISTT1, Dev-Set

CS = case sensitive
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Results, individual systemsResults, individual systems

0.34688.26390.35298.3189Commercial system 2

0.39958.41500.40408.4497Commercial system 4

0.43419.24120.44379.3268Commercial system 7

0.43429.24710.44399.3338Commercial system 1

0.45399.43350.45739.4519Commercial system 5

0.45349.44820.45709.4699Commercial system 3

0.47019.55890.47319.5608Commercial system 6

0.507110.14030.527210.3844UKA/ISL

BLEUCSNISTCSBLEUNISTT1, Test-Set

CS = case sensitive
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System System selectionselection at at thethe sentencesentence levellevel

• Translate training data by all systems

• Calculate different confidence measures for
each utterance

• Calculate NIST/Bleu score for each sentence

• Train classifier (class: best system, parameter
vector (confidence measures)

• Translate test sentence by all systems

• Trained classifier selects „best“ hypothesis
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Oracle system combination at the Oracle system combination at the 

sentence levelsentence level

What is the best we can reach?

BLEU BLEUNISTNIST

BLEU=0.5931NIST=10.9647BLEU=0.5880NIST=11.1092N=7

BLEU=0.5859NIST=10.8944BLEU=0.5817NIST=11.0298N=3

BLEU=0.5694NIST=10.7411BLEU=0.5683NIST=10.8407N=1

Bleu optimizedNIST optimizedNumber of 
systems
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Oracle Oracle systemsystem combinationcombination at at thethe

sentencesentence levellevel

Systems 0 : 391 counts

Systems 1 : 155 counts

Systems 2 : 92 counts

Systems 3 : 11 counts

Systems 4 : 96 counts

Systems 5 : 0 counts

Systems 6 : 62 counts

Systems 7 : 33 counts

Systems 0 : 395 counts

Systems 1 : 147 counts

Systems 2 : 97 counts

Systems 3 : 12 counts

Systems 4 : 94 counts

Systems 5 : 0 counts

Systems 6 : 57 counts

Systems 7 : 38 counts

N=7

Systems 0 : 413 counts

Systems 1 : 186 counts

Systems 2 : 119 counts

Systems 3 : 122 counts

Systems 0 : 418 counts

Systems 1 : 185 counts

Systems 2 : 123 counts

Systems 3 : 114 counts

N=3

Systems 0 : 531 counts

Systems 1 : 309 counts

Systems 0 : 537 counts

Systems 1 : 303 counts

N=1

Bleu optimizedNIST optimizedNumber of 
systems



Interactive Systems LabsInteractive Systems Labs 1919 // 223330.03.200630.03.2006

SelectionSelection criteriacriteria

• OOV estimation
– Training corpus OOV, Cognate count (lowercase, real words) �

not strong enough

• Sentence similarity (n-gram)
– Generate pool of translated sentences with better scores than

SMT system
– For test sentence, look for best matching sentence in sentence

pool
– If similarity is higher than some threshold, use system which

translated the best matching sentence

• Language model score
– Normalized to sentence length
– Threshold for each sentence length score

• Sentence length deviation
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ResultsResults, , combinedcombined systemssystems

• NIST improvement 0.10

• Bleu improvement 0.013

0.588011.1092Oracle, 1+7 systems

0.540110.4880All classifiers, 1+7 systems

0.527210.3844UKA/ISL (baseline)

BLEUNISTT1, Test-Set
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Example sentencesExample sentences

593  3,818593  3,818-->8,042>8,042

srcsrc:  Es :  Es unauna iniciativainiciativa queque merecemerece la la penapena ..

ref  This is a worthwhile initiative .ref  This is a worthwhile initiative .

sys0:  This is an initiative which deserves the penalty.sys0:  This is an initiative which deserves the penalty.

sys6:  It is an initiative that is worth it.sys6:  It is an initiative that is worth it.

610  9,049610  9,049-->9,722>9,722

srcsrc:  A :  A esteeste fin hay fin hay queque desarrollardesarrollar tecnologíastecnologías europeaseuropeas de de carbóncarbón limpiolimpio y y captacióncaptación de de dióxidodióxido de de 

carbonocarbono ..

ref:  To this end , we have to develop European clean carbon andref:  To this end , we have to develop European clean carbon and carbon dioxide sequestering carbon dioxide sequestering 

technologies .technologies .

sys0:  To this end we must develop technologies of the European sys0:  To this end we must develop technologies of the European coal and apprehension clean coal and apprehension clean 

carbon dioxide.carbon dioxide.

sys4:  To this end one must develop European technologies of clesys4:  To this end one must develop European technologies of clean coal and carbon dioxide an coal and carbon dioxide 

collecting.collecting.



Interactive Systems LabsInteractive Systems Labs 2222 // 223330.03.200630.03.2006

Example sentencesExample sentences

38  3,83338  3,833-->7,791>7,791

srcsrc: El pueblo : El pueblo cubanocubano no no necesitanecesita payasospayasos pasadospasados de de modamoda nini cómplicescómplices queque le le ríanrían laslas gracias .gracias .

ref:  The Cuban people do not need outref:  The Cuban people do not need out--ofof--date clowns or accomplices to prop up the regime and date clowns or accomplices to prop up the regime and 

pat it on the back .pat it on the back .

sys0:  The Cuban people not needs buffoons past fashion nor accosys0:  The Cuban people not needs buffoons past fashion nor accomplices that you mplices that you ríanrían thanks.thanks.

sys1:  The Cuban people do not need not even complicit oldsys1:  The Cuban people do not need not even complicit old--fashioned clowns that laugh it the fashioned clowns that laugh it the 

graces.graces.

817  6,755817  6,755-->15,227>15,227

srcsrc:  :  EstaEsta eses unauna ComisiónComisión mejormejor ..

ref:  This is a better Commission .ref:  This is a better Commission .

sys0:  This is a Commission that is better.sys0:  This is a Commission that is better.

sys1:  This is a better Commission.sys1:  This is a better Commission.
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Further WorkFurther Work

•• TrainTrain classifierclassifier on on moremore trainingtraining datadata

•• BetterBetter postpost--processingprocessing of of systemsystem outputoutput

•• AdaptAdapt systemssystems to to domaindomain

•• MoreMore ((commercialcommercial) ) systemssystems

•• MoreMore/different//different/betterbetter selectionselection criteriacriteria

•• SelectionSelection on on phrasephrase levellevel


